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In a ferromagnetic metal the electrical resistance is caused by scattering of conduction electrons by 
phonons and by spin waves, the latter case arising from the exchange interaction between the conduction 
electrons and the localized magnetic electrons. Because these metals have two overlapping bands at the 
Fermi energy, an s band and a d band, the scattering in either case may occur within a single band or may 
involve s-d transitions. Furthermore, both phonon and spin-wave umklapp processes can take place. The 
spin-wave contribution to p, often called the "spin-disorder resistivity," has been investigated for Fe, Co, 
Ni, and Gd. At the lowest temperatures (below 10°K for Fe, Co, and Ni) this varies as T2 and is reasonably 
well described by the single-band theory of Kasuya and others. However, it was found that at higher tem­
peratures the main source of resistance comes from the scattering of s electrons into holes in the d band. 
A model consisting of spherical energy bands with Fermi momenta kFi and fe has been used to study the 
normal processes, neglecting spin-wave umklapp processes. A consequence of the model, which is thought 
to be qualitatively correct, is that s-d transitions require spin waves whose wave vectors exceed the radial 
distance between the two Fermi spheres. Thus, the s-d transition mechanism is ineffective at very low tem­
peratures. Representative calculations indicate that at higher temperatures this contribution to p, which 
has previously been overlooked, is about an order of magnitude larger than that arising from single-band 
scattering. 

1. INTRODUCTION 

IT is well known that in ferromagnetic metals there 
is a contribution to the electrical resistivity which 

is closely associated with the magnetic behavior of 
these metals. This resistivity, pmag, sometimes called 
the "spin-disorder resistivity/' has been the subject of 
a number of theoretical papers in recent years. In 
these theories and in the present work as well, a number 
of damaging approximations are introduced which make 
it difficult to judge the success of the final results in 
comparison with experiment. Nevertheless, it recently 
became apparent that at all but very low temperatures 
there was a discrepancy between theory and experiment 
much greater than could reasonably be attributed to 
the standard approximations. 

In this paper a detailed investigation of p m a g in Fe, 
Co, Ni, and Gd is reported in which earlier theoretical 
work is extended to include the contribution to the 
electrical resistance arising from the scattering by spin 
waves of s electrons into holes in the d band. Illustrative 
calculations are presented which indicate that at 
temperatures above 20°K the contribution to p m a g from 
these s-d transitions is about an order of magnitude 
larger than that coming from single band scattering. 

White and Woods1 have measured the electrical 
resistivities of Fe, Co, and Ni from low temperatures 
to room temperature, finding that below about 10°K p 
varies as T2. Their results may be summarized by 

p — aT2. 

Fe Co 

(1) 

Ni 

a (fxttcm deg~2) 13X10-6 13X10~6 16X10"6 

*This work was done in the Sarah Mellon Scaife Radiation 
Laboratory and was supported by the U. S. Air Force through 
the Air Force Office of Scientific Research. Computations were 

White and Woods' data also show that by the time the 
temperature has risen to 20°K the dependence of p on 
T has increased to approximately T3-3. Kondorsky, 
Galkina, and Tchernikova2 also found for Fe and Ni 
that p is predominantly proportional to T2 below 30°K 
with coefficients a about three times larger than the 
ones above. However, the data of White and Woods 
are probably more accurate as the residual resistivities 
of their samples are about one tenth of those of 
Kondorsky et al. Measurements on even purer samples 
of Fe and Ni than those used by White and Woods 
have recently been reported by Semenenko and 
Sudovtsov3 who find in addition to the T2 term a linear 
term appreciable below 4°K. 

The electrical resistivities of the heavy rare-earth 
metals Gd to Lu have been measured by Colvin, 
Legvold, and Spedding.4 The complex magnetic struc­
tures of most of these metals, which are responsible for 
marked kinks and slope changes in the p versus T 
curves,5 add complications which are beyond the scope 
of the present investigation. Accordingly, attention 
will be confined to Gd which is a simple ferromagnet 
from T = 0 ° K up to T c=289°K. I ts resistivity as a 
function of temperature is given by the dashed curve of 
Fig. 1. 
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The electrical resistivity of a ferromagnetic metal is 
believed to come from two main sources. One is the 
scattering of conduction electrons by the lattice 
vibrations (phonons) and the other comes from inter­
action with the magnetic spin system (spin waves). A 
further classification arises because these metals have 
two overlapping bands at the Fermi energy, an s band 
and a d band. (In Gd these are probably a 6s band 
and a 5d band.) Thus, in both the phonon case and the 
spin-wave case the scattering may take place within a 
single band or may involve s-d transitions. The single-
band phonon scattering is reasonably well described by 
the Bloch theory,6 varying as T5 at low temperatures 
and as T above the Debye temperature ®D. Less well 
understood is the phonon scattering involving s-d 
transitions, a mechanism first suggested by Mott7 and 
believed to be the main source of electrical resistance 
in the nonferromagnetic transition metals like Mn, Pt, 
and Pd. Wilson8 showed that the resistivity due to this 
cause varies as T3 at low temperatures but, like the 
single-band case, varies as T above ©D. It is difficult, 
however, to estimate the magnitude of this s-d phonon 
resistivity, although it appears to be quite large in the 
nonferromagnetic transition metals.1 

Another source of electrical resistance in transition 
metals which may be important at low temperatures 
comes from the collisions of s electrons with itinerant 
d electrons. This mechanism was investigated theoreti­
cally by Baber9 who found that it leads to a contribution 
to p varying as T2 at low temperatures. However, the 
magnitude of this contribution also is very difficult to 
estimate. 

As the work reported here is entirely concerned with 
spin-wave scattering, it would simplify the discussion 
considerably if the phonon contribution to the measured 
p could be estimated in some way and subtracted from 
the experimental curves. At temperatures above Tc, as 
the spin disorder reaches a maximum it is expected 
that pmag will approach a constant value. Thus, the 
slope of p well above Tc can be reasonably assumed to 
be entirely due to phonon scattering. The value of this 
slope and knowledge of ®D are sufficient to determine 
the Gruneisen function which results from the single-
band Bloch theory, and this fact has been used by 
Anderson and Legvold10 and by Weiss and Marotta11 

to make an approximate separation of pfflag from the 
experimental p. The result of doing this for Gd (using 
© D = 1 5 8 ° K ) is shown in Fig. 1. However, it is clear 
that the Gruneisen function is unsuitable for describing 
either the phonon s-d scattering or the effect of phonon 

6 See, for example, J. M. Ziman, Electrons and Phonons (Oxford 
University Press, New York, 1960), p. 357. 

7 N. F. Mott, Proc. Phys. Soc. (London) 47, 571 (1935); N. F. 
Mott, Proc. Roy. Soc. (London) A153, 699 (1936). 

8 A. H. Wilson, Proc. Roy. Soc. (London) A167, 580 (1938). 
9 W. G. Baber, Proc. Roy. Soc. (London) A158, 383 (1937). 
10 G. S. Anderson and S. Legvold, Phys. Rev. Letters 1, 322 

(1958). 
11 R. J. Weiss and A. S. Marotta, J. Phys. Chem. Solids 9, 302 

(1959). 
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FIG. 1. Dashed curve: experimental results for Gd of Colvin, 
Legvold, and Spedding (see Ref. 4). Solid curve: pmag, obtained 
by subtracting a very rough estimate of the phonon contribution 
to p. 

umklapp processes, so that the curve labeled pmag in 
Fig. 1 should not be interpreted as being anything but 
a very rough indication of the size and temperature 
dependence of pmag. 

Vonsovski12 appears to have been the first person to 
recognize that an additional contribution to the elec­
trical resistivity would occur in ferromagnets as a result 
of the exchange interaction between the conduction 
electrons and the localized magnetic electrons, often 
called the s-d or s-f interaction.13 Subsequently, Turov14 

used a spin-wave treatment to show that the s-d 
interaction leads to a contribution to p proportional to 
T2 at low temperatures, which he roughly estimated to 
be important below about 10°K in Fe.15 A qualitative 
description of the temperature dependence of pmag was 
given independently by Kasuya.16,17 Representing the 
s-d interaction by a molecular field, he obtained an 
expression which describes the main features of the 
variation of pmag from low temperatures to temperatures 
above the Curie temperature. A similar approach was 

12 S. V. Vonsovski, Zh. Eksperim. i Teor. Fiz. 18, 219 (1948), 
quoted by E. A. Turov, Ref. 14. 

13 In this paper the term "s-d interaction" will be used to refer 
generally to both the iron series and the rare-earth metals. 

14 E. A. Turov, Izv. Akad. Nauk SSSR, Ser. Fiz. 19, 426 (1955). 
15 This subject has continued to receive considerable attention 

from Turov and his co-workers [E. A. Turov, Phys. Metals 
Metallog. 6,No. 2,13 (1958); Sh. Sh. Abel'skii and E. A. Turov, ibid. 
10, No. 6,1 (I960)], but their work has been mainly concerned with 
attempting to explain a low-temperature term proportional to 
T found by Kondorsky et al. (cf., Ref. 2). An interaction p» A. 
between the momentum of a conduction electron and the dipole 
field of the magnetic atoms was shown to lead to a linear term, 
but the magnitude was estimated to be about 1000 times too 
small. At the present time the origin of the linear term at very 
low temperatures does not seem to have received a satisfactory 
explanation. 

16 T. Kasuya, Progr. Theoret. Phys. (Kyoto) 16, 58 (1956). 
17 B. R. Coles [Advan. Phys. 7, 40 (1958)] has also given a 

qualitative discussion of spin-disorder effects in a large number 
of ferromagnetic metals and transition-metal alloys. A great deal 
of experimental information prior to 1958 is collected together 
in this paper. 
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developed by de Gennes and Friedel18 who examined 
the effects of short-range order around Tc. 

In a later paper Kasuya19 employed a spin-wave 
description of the interaction to derive a low-tempera­
ture expression for pmag. Assuming a spin-wave disper­
sion law of the form Eq=£)q2, he obtained 

7T3 V m G2 / kT \ 2 

p m a g - —(g-l)2 i ( . (2) 
8 N e2 fiEF W 2 V 

Here G is a parameter which describes the strength of 
the s-d interaction [denoted 7(0) by Kasuya], g is the 
Lande g factor, j is the total angular momentum 
quantum number of each magnetic atom, EF=fi2kF

2/2m 
is the Fermi energy of the conduction electrons, and V 
and N are the volume and the number of atoms in the 
crystal. Exactly the same result was obtained by a 
slightly different method by Mannari20 for the case of 
zero-orbital angular momentum (g— 2, j=S). With 
estimates for Ni of G=0A8 eV, EF=3 eV, and S=% 
Mannari obtained from (2), pm a g=llX10~6r2 /xftcm, 
in good agreement with the result quoted in (1). 

It is evident that while the Kasuya and Mannari 
result may explain the behavior of pmag at temperatures 
very small compared with Tc, it fails to account for the 
linear behavior which sets in at temperatures low 
enough that spin-wave theory should still be a good 
approximation. Furthermore, an extension of the theory 
to treat the hexagonal crystal structure of Gd revealed 
that the magnitude of pmag in the linear region above 
40°K is too small by a factor of 200 to account for the 
experimental results.21 

In confining the conduction electrons to a single band, 
the spin-wave theories of Kasuya and Mannari exclude 
the possibility of interband transitions taking place. 
As mentioned at the beginning, it is the effects of such 
transitions caused by spin waves that are explored in 
this paper. A ferromagnetic metal is considered which 
has two bands of conduction electrons of effective 
masses m\ and w2, with mi assumed to be larger than 
Wi. These bands may be thought of as 4s and 3d bands 
in Fe, Co, and Ni and as 6s and Sd bands in Gd. They 
will be called simply the s band and the d band. It 
will be seen that the s-like or d-\ike character of the 
wave functions in the region of the atomic cores 
appears in the theory only through certain parameters 
(Gii}Gi2,G2v* 

In order to make the problem tractable it is necessary 
to assume spherical energy bands with Fermi momenta 
kF\ and kF2- An easily visualized consequence of this 
model is that s-d transitions require spin waves whose 
wave vectors exceed the radial distance between the 
two Fermi spheres. By means of this greatly over-

18 P. G. de Gennes and J. Friedel, J. Phys. Chem. Solids 4, 71 
(1958). 

19 T. Kasuya, Progr. Theoret. Phys. (Kyoto) 22, 227 (1959). 
2 0 I . Mannari, Progr. Theoret. Phys. (Kyoto) 22, 335 (1959). 
21D. A. Goodings, J. Appl. Phys. 34, 1370 (1963) 

simplified band picture, however, one can obtain a 
qualitative understanding of why the s-d scattering 
mechanism is unimportant at very low temperatures 
where only small q spin-wave states are populated to 
any significant degree. This is why the one-band scat­
tering result of Kasuya and Mannari gives a reasonable 
description of pmag below about 10°K. However, it will 
be shown that at temperatures about 20°K, the resis­
tivity due to s-d scattering is about an order of magni­
tude larger than that arising from s-s scattering. 

The model we use implies a distinction between 
localized magnetic electrons and itinerant d electrons. 
In Gd and the other rare earths the magnetic electrons 
are 4 / electrons while the itinerant d electrons corre­
spond to the atomic Sd level. However, in the iron 
series ferromagnets both the localized and the itinerant 
electrons are 3d electrons and the distinction between 
them is artificial. Nevertheless, it is expedient for us 
to suppose that, in the case of Ni, for example, 9 d 
electrons are strongly localized, the unpaired electron 
being responsible for the s-d interaction, and that there 
is in addition a fraction of a J electron per atom in a 
d band of itinerant electrons. 

It should be mentioned that in addition to the s-d 
exchange interaction there may also be a coupling 
between the conduction electron and magnetic electron 
spins arising from the covalent mixing mechanism of 
Anderson and Clogston.22 This has been investigated 
by Kondo23 in connection with the anomalous Hall 
effect in ferromagnets. Using a molecular-field treat­
ment of the effective interaction Kondo estimates, 
roughly, that in Gd this coupling leads to a contribution 
to the constant pmag above Tc about one tenth as large 
as that due to the s-d exchange interaction. This rather 
complicated coupling has not been considered further 
in the present study. 

In the sections which follow, the 2-band theory is 
presented in detail, the description being largely self-
contained. A number of approximations in addition to 
those already mentioned are introduced as required and 
their validity is discussed. In Sec. 2 the relevant matrix 
elements of the scattering are obtained using a spin-
wave treatment and the Boltzmann equation is derived. 
An approximate expression for pmag is constructed in 
Sec. 3 using the variational method of Kohler and 
Sondheimer. This expression includes the effects of s-s, 
s-d, and d-d scattering processes and also allows for 
the presence of "optical" spin-wave modes in non-
Bravais lattices. In Sees. 4 and 5 the general expression 
is simplified for cubic and hexagonal structures and the 
results of computations representative of Fe, Co, Ni, 
and Gd are presented. An examination of certain higher 
order scattering processes in Sec. 6 is followed by a 
short discussion in Sec. 7. 

22 P. W. Anderson and A. M. Clogston, Bull. Am. Phys. Soc. 
6, 124 (1961); P. W. Anderson, Phys. Rev. 124, 41 (1961). 

23 J. Kondo, Progr. Theoret. Phys. (Kyoto) 28, 846 (1962). 
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2. DERIVATION OF THE BOLTZMANN EQUATION 

To begin with it is helpful to limit the description to 
a Bravais lattice of N magnetic spins Sn at positions 
Rn. The interaction between a single conduction elec­
tron of spin s at r and the magnetic spin system can be 
written as 

X s d = - 2 £ G ( r - R n ) s - S n , (3) 
n 

where G(r—Rn) is a potential function of exchange 
type. The important scattering processes for the resis­
tivity are those in which a conduction electron goes 
from k to k' with a change of spin. The corresponding 
matrix elements of 3Zsa are 

<k'db|3C.d|k=F> 

1 
= - - G ( k - k ' ) Z exp[f(k-k')• RnlSn*, (4) 

N 
where 

G ( k - k ' ) = - ( exp [* (k -k ' ) - ( r -R n ) ] 
a J 

Xuk>*(r- R > k ( r - Rn)G(r- R»)d(r- Rn). (5) 

Here 0 is the atomic volume, Sn
::F:=:Snx:::fiSny, and uk(t) 

describes the Bloch character of the conduction elec­
trons. Strictly speaking, we should write G(k,k') here, 
but if we make the common assumption that u*{x) 
depends only weakly on k, then the integral in (5) is 
mainly a function of the difference k—k'. [G(k— k') is 
the same as the /(k—k') of Kasuya24 and Yosida.25 

These authors clearly exhibit its exchange character.] 
To consider the effect of the k=F —» k '± scattering 

processes on the magnetic spin system we make the 
usual26 spin-operator substitutions, Sn

T= (2S)ll2an
±

J 

and the transformation to spin waves, 

an±= (N)~v* E exp(=Rq. RB)aq±. (6) 
q 

The matrix elements for creation and destruction of a 
spin wave of wave vector q are 

<n(q0±l|S»T|n(q)> 
= (2S/Nr*tn(q)+±±U12 exp(T*q. Rn), (7) 

where w(q) is the number of spin waves q per unit 
volume. From (4), the matrix elements for a conduction 
electron and the magnetic spin system taken together 
are, 

Kk'±,^(q)±l|JC sd |k=F,^(q))|2 

= (2^/AT)C^(q)+|±i]|G(k-.kOI2 E *«.k-k'Tq. (8) 

g 

Here and throughout what follows the upper sign 
24 T. Kasuya, Progr. Theoret. Phys. (Kyoto) 16, 45 (1956). 
25 K. Yosida, Phys. Rev. 106, 893 (1957). 
26 T. Holstein and H. Primakoff, Phys. Rev. 58, 1098 (1940). 

describes the process k > k '+ with creation of a 
spin wave q, the lower sign gives k-\ > k'— with 
destruction of a spin wave q. The sum in (8) runs over 
all reciprocal lattice vectors g including g=0. However, 
for the present we shall not consider spin-wave umklapp 
processes (g^O) although, as will be discussed later, 
they are thought to be of major importance in account­
ing for the magnitude of pmag. 

The extension of Eq. (8) to the non-Bravais hep 
lattice of Gd is straightforward and is outlined in 
Appendix A. Two spin-wave branches occur in this 
case27 and, accordingly, there are matrix elements for 
creation and destruction of spin waves in either branch. 
In Appendix A it is shown that the maximum value of 
the matrix element in both cases is the same as given 
in Eq. (8) with n(q) replaced by n(i)(q), the number of 
spin waves q per unit volume in the ith branch. 

It is also necessary to extend our description to allow 
the conduction electrons to be in different bands. For 
the sake of clarity we shall suppose that we are dealing 
with a metal which has a narrow d band of itinerant 
electrons in addition to the main conduction band or 
5 band. The conduction electrons are now labelled by 
k and a band index a standing for either s or d. Since 
the Bloch functions uk(t) are different for conduction 
electrons k in different bands, the definition of G(k—k') 
in (5) must be extended to Gaa'(k—k'); that is, we 
now have different quantities Gss(k— k'), Gsd(k—kf) 
and GW(k-k'). 

We can now write down a general expression corre­
sponding to Eq. (8) which is suitable for the hep lattice 
as well as for cubic lattices and allows for the possibility 
of conduction electrons being scattered from one band 
to another: 

|<kVd=,^ )(q)±l|5C s d |ka=F,^)(q)) |2 

= (25/ iV)[^(q)+i±i ] |G a ^(k~kO| 2 6 k , , k T q . (9) 

The corresponding transition probabilities are 

W(kaT, »<*>(q) ->kVdb, ^ } ( q ) ± l ) 
= (4*S/m)[nM ( q ) + l ± i ] | Gaa> (k -k ' ) |2 

X5kMcTq5[^(kaT)-£(kV±)=F£q^>], (10) 

where E(ka±) is the energy of a conduction electron 
ka=fz and E^ is the energy of a spin wave q in the ith 
mode. For our purposes it is more convenient to use 
slightly different quantities defined by 

WAWQia=F -> k V ± ) = (4wS/Nti)\Gaa>(k-k')\2dk',kTq 

X6[E(ka=F)-E(kV±)=FEq^], (11) 

which have the important property, 

J j y ^ k V i ->k«T) = Wq«>(ka=F - > k V ± ) . (12) 

These are the basic ingredients of the development 
which follows. Energy and momentum conservation of 
the spin-wave creation and destruction processes are 

27 D. A. Goodings, Phys. Rev. 127, 1532 (1962). 
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clearly exhibited. Furthermore, it is to be noted that 
the form of the s-d interaction and its strength appear 
in the theory entirely through the quantities |G«a/(k 
- k ' ) l 2 -

A description of electron transport in the two-band 
ferromagnet under discussion involves the rate equa­
tions of four Fermi distribution functions—/(k?+), 
f(ks—), f(kd+), and f(kd—). In the presence of an 
electric field but no thermal gradient these four equa­
tions can be written symbolically as 

dj "I dj "I 
—(ka±) +—(ka±) = 0 , (13) 
dt Jfield dt J collisions 

it being understood that a stands for either s or d. 
The collision term results from electrons entering and 

leaving the state ka± as a result of scattering processes 
in which a spin wave is created or destroyed. The 
situation is complicated to some extent, though not in 
an essential way, by the existence of spin waves in more 
than one mode and also by the possibility of interband 
transitions taking place. Allowing for these effects and 
making use of (12), one can write down the collision 
term as 

df 1 
-<ka±)\ 
dt J 

collisio 

= £ E { / ( k V = F ) [ l - / ( k a ± ) ] 
q,i k'a' 

X[n«(q)+J±J] - / ( I to=±:) [ l - / (kV=F)] 

XC^ ) (q)+i = Fi]}^q ( 0 (ka± ->kV=F). (14) 

If the entire system is in equilibrium at a temperature 
T and there is no electric field, the right side of (14) 
must vanish. For detailed balancing we have 

/o(ka±)[ l - /o(kV^)] [ W o
( «(q)+iqF | ] 

= /o (kVT)Cl - /o (ka±) ]CW i ) (q )+J± | ] , (15) 

where the equilibrium distribution functions are 

/o(k a±) = [ e x p ( { £ ( k a ± ) - ^ } A r ) + l ] - S (16) 

Wo(0 (q) = [exp (E^/kT) - 1 ] " 1 . (17) 

We now consider departures from equilibrium result­
ing from an applied field £. In the usual way we write 
/ = / o + / i and n=no+ni, and define the functions 
g(hx±) by 

/ i ( l a ^ ) = -ftr[d/o(ktt±)/d£(kadb)]g(lw±) 
= /o(k«±)[ l - /o(k«±)]g(k«±) . (18) 

Just as the Bloch theory of phonon scattering treats 
the phonon system as though it were in thermal 
equilibrium, the magnetic spin system will be assumed 
here to be in thermal equilibrium, giving ^i(*)(q) = 0. 
(This must be counted as a major assumption in the 
present work and likewise in the theories of Kasuya, 
Mannari, and Turov.) The collision term (14) is now 
linearized in the deviations f\ and fi making use of 

(15) and (18). If we define 

Z(ka± -» kV=F) = E /o(kad=)[l-/0(kV=F)] 

kV=F), (19) 

we can express the result as 

df 1 
— (fc*=fc) 
Ot —'collisions 

= E L(ka± -* kV=F)[g(k'a '=F)-g(ka±)]. 
k'a' 

(20) 

We also define 

D(kod=)=—(fc 
dt 

adz) I 
Jfield 

= — v(ka±)-e£-
a/o(ka±) 

dE(ka±) 
(21) 

where v(ko;±) = ^~1VE(kQ;=b) is the electron group 
velocity. Then our set of Boltzmann equations (13) 
becomes 

D(ka±)+ E L(ka± -> kV=F) 
k ' a ' 

X&(kV=F)-g( l to±)] = 0. (22) 

In the next section we shall make frequent use of the 
fact that in these equations, 

L (kV± -> ka=F) = L(ka=F -> kVdb), (23) 

which follows from (12), (15), and (19). 

3. APPLICATION OF THE VARIATIONAL PRINCIPLE 

The well-known variational principle of transport 
theory,28 first used by Kohler29 and Sondheimer,30 

provides a suitable means of constructing an expression 
for p mag in the present problem. The spin-flip feature 
of spin-wave scattering and the complication of having 
conduction electrons in two bands31 make it desirable 
to present the theory in some detail. 

Let us begin by writing down an expression for the 
electrical conductivity a. The current density J is 
given by 

J F = g E [ v ( k a + ) / ( k t t + ) + v ( l t o - ) / ( h x - ) ] , 
ka 

d/o(ka+) 

k«L dE(ha+) 

+ v(ka-> 
a/o(ka-) 

' 3E(ka-) 
« * «-)]- (24) 

28 See, for example, Ref. 6, p. 283. 
29 M. Kohler, Z. Physik 124, 772 (1948); 125, 679 (1949). 
30 E. H. Sondheimer, Proc. Roy. Soc. (London) A203, 75 (1950). 
31 The two-band situation has been treated by M. Kohler 

[Ann. Physik 6, 18 (1949)], but his work is not readily adaptable 
to the problem at hand. 
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The last line is obtained by writing f—fo+fi as in 
(18) and assuming that in the equilibrium situation the 
Fermi surface has inversion symmetry. The conduc­
tivity is, therefore, 

J S kT 
<r = = — tf0, (25) 

£2 yg2 
where 

4o = L ZD(ka+)g(ka+)+D(ka-)g(ka-)~]- (26) 
ka 

We now define the quantity, 

4 = 2 £ [D(ka+)$(ka+)+B(ka-)$(ka-)~] 
ka 

+ E $(ka+)L(ka+ ->kW-) 
k a k ' a ' 

X [ # ( k V - ) - * ( k a + ) ] 

+ £ $ ( k a - ) I , ( k o > k V + ) 

X [ $ ( k ' a ' + ) - $ ( k a - ) ] , (27) 

where for the present the <3?(kodz) may be regarded as 
arbitrary functions. I t is easy to see that the condition 
that 6 is stationary with respect to small variations 
<5<i>(ka+) and 5$(ka—) is that <i>(ka+) and <£>(ka—) 
satisfy the Boltzmann equation (22). Therefore, we 
shall write our variational functions as 

$ ( k a = b ) - g ( k a ± ) + x ( k a ± ) . (28) 

With a certain amount of manipulation, repeatedly 
using (23), one can show that 

$=U-\ E L(ka+ - > k V - ) [ X ( k V - ) - x ( k a + ) ] 2 

k a k ' a ' 

•\ E L(ka-
k a k ' a ' 

> k V + ) [ x ( k V + ) - x ( k a - ) ] 2 . (29) 

Consequently, since the quantities L(kadt — ^ k V T ) 
are positive definite, #<#o, and thus from (25), 

<T>(kT/V82)<i. (30) 

We have shown, therefore, that # has its maximum 
value, equal to #0, when the <J>(ko:±) satisfy the 
Boltzmann equation. The power of the variational 
approach lies, however, in the fact that if the $(kcedb) 
are chosen to have a form which is approximately the 
same as the exact solutions of (22), then the stationary 
property of 6 ensures that Eq. (30) yields a reasonable 
approximation for <r. 

I t is convenient to express ^ in a slightly different 
form. With a little algebra, again using (23), Eq. (27) 
becomes 

4 = 2 E tD(ka+)$(ka+)+D(ka-)$(ka-)'] 
ka 

- § E L(ka+ ^kW-)[$(kW-)-$(ka+)J 

• i E Hka-
kak ' a ' 

So far we have carried through the analysis allowing 
$>(ka+) and 3>(ka—) to be different functions. While 
it is not difficult to maintain this distinction in what 
follows, it makes the expressions cumbersome to an 
extent unjustified by present knowledge of the elec­
tronic structure of the ferromagnetic metals. Conse­
quently, from this point onward we shall constrain 
each pair of spin-dependent functions to be represented 
by a single spin-independent function. (This is analo­
gous to the constraint of the usual Hartree-Fock 
approximation compared with the "unrestricted Har­
tree-Fock" approximation.) Thus, we now have only 
$(ka) and similarly g(ka), 22(ka), v(ka), and /o(ka). 
With this approximation it is easy to see, using (23), 
that the last two terms of (31) are equal. Hence, we 
can write simply L(ka—*kV) if it is understood that 
this quantity stands for either L(ka-] >k!a'—) or 
L(ka » k V + ) calculated according to (19). I t is 
worth pointing out that if one looks at 6 in the form 
(27), it is not obvious that one can do this. 

We now define the quantities, 

3 ^ = 2 E £ > ( k a ) $ ( k a ) , (32) 

£«« = E L(ka^k'a)\J>(k'a)-Hka)J, (33) 

m 1 1 = E ^ ( k l ^ k ^ 2 ) [ $ ( k l ) ] 2 , 

2^22=2 E £ ( k l -> k'2)[<i>(k'2)]2 

(34) 

(35) 

9TCi2= 2 E L(kl -> k'2>&(kl)$(k'2). (36) 
kk' 

Then under the spin-independent assumption intro­
duced above, (31) becomes 

cr = 2 ^ 1 + 2 % ~ ( £ i i + ^ i i ) - ( £ 2 2 + ^ 2 2 ) + 2 9 1 I 1 2 . (37) 

I t is useful to express ^ in a form in which its value 
remains unchanged when all <3?(kl) o r a n $(k2) are 
multiplied by an arbitrary constant. To do this we 
note that if all $ (k l ) are multiplied by a and all <3>(k2) 
are multiplied by c2, 6 becomes 

^ = 2cia) i+2c2a)2-c i 2 (^ i i+^i i ) 
-ci (£22+^22) + 2cic23TCi2. (38) 

Determining c\ and ci from the equations (d$/dci) = 0 
and (d$/dc2)z=0 and substituting back in (38) one 
obtains 

•kV+)[<I>(kV+)-<i>(ka- ) ] 2 . (31) g = 
(£u+2fllii)3L>2

2+29Tli2©i£i2+(£22+9fTl22)a)i2 

(<£ii+2niii)(i322+2flt22)-9Tli2
2 

. (39) 
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Thus, from (30) our expression for the resistivity is 

VS2 

PmagS 
kT 

(£1i+2aiii)(£22+2fn22)-9Tii2
2 

X . (40) 
(£n+^ii)aD2

2+29fEi2£)i332+(i322+9Tl22)3)i2 

If there is only one band of conduction electrons this 
reduces to the familiar expression,28 

VS2 £n 

Pmag< • (41) 
kT £>!2 

We must now turn to the evaluation of £>«, £aa, 
9TCa«, and 9Tli2. I t is necessary at this point to introduce 
what is probably the most inaccurate approximation of 
the theory, namely, that the energy surfaces in each 
band can be adequately represented by 

E(ka) = Ea+m2/(2ma), (42) 

with ma the effective mass in the a band. For conveni­
ence we take Es = 0 which means that energies are 
measured relative to the bottom of the s band. One 
consequence of this assumption of spherical energy 
bands is that any prediction which the theory makes 
regarding anisotropy in p m a g cannot come from the 
electronic structure but only from anisotropy in the 
spin-wave spectrum. 

The evaluation of £>« is simple and illustrates ideas 
which are used in working out £aa, 2nX««, and 31Zi2. 
Let the direction of the electric field 8 be taken as axis 
of a polar coordinate system in which k has angles 6 
and </>, and d&=smdddd4>. Our assumption of spherical 
energy bands means that v(ka) is in the direction of k 
and y(ka)•S=va(E)S cos#. Instead of integrating over 
k= | k | we integrate over E, introducing the density of 
states per unit volume (of one spin only) in the a band, 
na{E). Choosing our variational function to have the 
usual form, 

$(koO = $a(.E)cos0, (43) 

we obtain from (32), 

2eSV r df0 
£>«= / va(E)—$a(E)na(E) cos2ddEdti 

4TT J 6E 
= ieSVvan0$(X1 (44) 

where we have written va, na, and <£« for va(EF), na{Ep)^ 
and $U(EF). The last line of (44) is obtained from the 
preceding line by noting that va(E), na(E), and <£«(£) 
are relatively slowly varying functions of energy 
compared with dfo/dE which is sharply peaked at the 
Fermi energy. 

The calculation of <£aa, 2HXaa, and 9Tli2 is more 
complicated and is discussed in Appendix B. The 
resulting expressions involve integrals over q which 
cannot be calculated explicitly without making some 

assumption about the functions Gn(q), G22(q), and 
Gi2(q). Little is known about these functions except 
that they must approach zero for large q. However, 
since a conduction electron experiences a strong 
exchange force only when it is in the region occupied 
by the localized d or / electrons, the range of the s-d 
or s-f potential function G(r) of Eq. (3) is probably 
not much greater than the d- or /-shell radius. As a 
result, it is customary24 >25 to represent the s-d interaction 
by a 5 function. Thus, we shall take Gn(q), G 22(Q), 
and Gi2(q) to be constants Gn, G22, and G12, representing 
the various interaction strengths. [On is the 7(0) of 
Yosida,25 G22 is the corresponding quantity for conduc­
tion electrons in the d band and G12 is appropriate for 
the case where an s to d transition takes place as a 
result of spin-wave scattering.] 

I t should be noted here that it is not difficult to 
incorporate into the theory a mare realistic form of 
G(q), such as corresponds to an s-d interaction of 
square-well shape, for example. However, the effect 
on the resistivity of such a sophistication is small, as is 
illustrated for a cubic lattice in Appendix D. 

We now define the following basic integrals: 

&<* - (aVSir) f (qz
2/q) csch(E^/2kT)dq, (45) 

&.<« = (a*/8w) / (qr
2/2q) csch(Eq^/2kT)dq, (46) 

/

kFl+kF2 

kFl~~kF2\ 

Xcsch(Eq^/2kT)dq, (47) 

/

kFl+kpi 
(g).

2/29
2"+1) 

_kFl—kF2\ 

Xcsch(Eq^/2kT)dq. (48) 

Here, qz and qr— (qx2+qy
2)112 are the components of q 

parallel and perpendicular to £, and a is the nearest-
neighbor distance. In terms of these integrals the 
results of Appendix B, Eqs. (BIO), (Bl l ) , and (B12), 
are 

£aa=Z(kTV2TS)/(AmFa^)^a
2na

2Gaa
22j: %,<», (49) 

i 

Mu=l(kTV2TS)/(NfikP1
sk^ai)'^l

2n1niGu2 

X{£(<W°-(5V(i))+2(fcPi2a2-£P2W 
i 

+ (kF1w-kF2wyE(^(i)-<R2r«)}, (so) 
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m,12=t(kTV2TS)/(NMP1
2kF22aA)^i$2nin2G12

2 

X{-E(^o 2
( i ) +(Ro^ ) )+2^F i 2 a 2 +^F2 2 a 2 ) (R l r ^ 

i 

+ (kF1W-kF<?a?¥ £(<R„«>-<R„«>)}. (51) 
i 

91122 is given by (50) with the subscripts 1 and 2 
interchanged on k^a and <£>a. 

The range of integration of q in the integrals (45)-
(48) is the first Brillouin zone and the integrals (Rnz

(i) 

and (Rnr(i), which describe the s-d scattering processes, 
have the additional restriction that q must be in the 
range |&FI— &F2I < < ? < £ F I + & F 2 . This condition, which 
also occurs for s-d phonon scattering,8 arises simply 
because in order to conserve momentum s-d transitions 
require spin waves whose q's exceed the distance 
between the Fermi spheres of the two bands. I t is 
evident that if &FI=&F2 the integrals (Ria

(*}, (Rir
(0, 

(R2*
(i), and <3W(i) are infinite because each has a singu­

larity in the integrand at # = 0 . However, the case 
&FI=&F2 cannot arise in a ferromagnet because the 
bands of Eq. (42) are split at each value of k by the 
s-d interaction 3Cs<j. The situation is depicted in Fig. 2. 
A straightforward calculation shows that the minimum 
value of I & F I — - ^ l is approximately given by 

I&FI— kF2\a= (m2/mi)ll2Gi2S(kFi+kF2)a/2EF, (52) 

which is roughly 0.6, 0.5, 0.1, and 0.7 for Fe, Co, Ni, 
and Gd, respectively. 

Summarizing what we have obtained so far, our 
general expression for the electrical resistivity is Eq. 
(40) with £>«, £aa, SfTCn, 9^22, and 9TZi2 given by (44) 
and (49)-(51). The main approximations which have 
been made are 

(i) neglect of spin-wave umklapp processes, 
(ii) assumption that the magnetic spin system 

remains in thermal equilibrium, 
(iii) assumption of spherical energy bands, 
(iv) assumption that the Bloch functions uk(r) depend 

only weakly on k, 
(v) representation of the s-d interaction by a d 

function, [These last two assumptions lead to our 
taking the integral in (5) to be a constant, 
independent of k or k ' . ] 

(vi) constraint of certain functions, notably the density 
of states n\ and ri2, to be spin-independent, 

(vii) use of the variational method which provides 
only an upper bound to pmag for the scattering 
processes considered. 

I t is worth mentioning that if there is only one band 
of conduction electrons (n 2 =0) , Eq. (41) reduces to an 
expression reported earlier.21 

4. CUBIC FERROMAGNETS 

For Fe, Co, and Ni there is only one spin-wave mode 
and the cubic symmetry leads to great simplifications. 
We shall first show how p m a g is computed on the basis 

FIG. 2. Diagram illustrating how the presence of the s-d inter­
action prevents kFi and kF2 from being equal. Dashed curves: 
unperturbed parabolic bands. Solid curves: bands in the presence 
of the s-d interaction. 

of the model described in the last section, and then we 
shall introduce an inessential approximation for the 
purpose of bringing out more clearly the physical 
content of the theory. 

At temperatures well below Tey the spin-wave energy 
is adequately represented by 

Eq=$>q*. (53) 

The integrations over qXy qy, and qz in (45)-(48) should 
be confined to the first Brillouin zone so as to capture 
the correct number of q's. For cubic structures it is a 
good approximation to replace the first Brillouin zone 
by a Debye sphere of radius Q having the same volume 
in reciprocal space. Then ^ 2 = ^ r = ^ and (R»*= (Rnr 
= (Rn, where 

J£=(a 4 /6 ) / q3 csch(£>q2/2kT)dq, (54) 
./o 

rQ 

an= (a±-2n/6) / qz-2n csch(^q2/2kT)dq. (55) 
J I kFl—kF2\ 

By means of the expansion, 

c s c h a ^ f ) ^ 2 ^ * , (56) 

the integrals we require are readily expressed as 

3=(2/3)(*raya>)8£; (2^+i)-2 

X f l - r f t - B ^ ) , (57) 

(Ro=(2/3)(/i!7V/£>)2E (2^+l)-2 

Xifb-g-n+Bte-to-Bte-*), (58) 

(Ri= (1/3) (*TaV») E (2/.+ l ) - 1 ( e - B »-e - B l ) , (59) 
p=0 
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Then, using the relation \miv^~EF, one obtains 

20 40 60 80 100 120 140 160 180 200 220 240 
T(°K) 

FIG. 3. Computed curves of pm a g for Fe with different values 
of (kFi — kF2)a, shown at the right of each curve. The values in 
brackets are the corresponding effective mass ratios, w2/wi. The 
dashed curve was obtained experimentally by White and Woods. 

where 

BQ(p,T)= (2p+l)S>(kF1-kFiy/(2kT), (60) 

B1(p,T)=(2p+l)^Q^(2kT). (61) 

The terms involving B\ in (57)-(59) are "zone-boundary 
corrections" and can be neglected here since even in 
the most unfavorable case (p=0, T—T^, B\ has a 
value of 5 or more for Fe, Co, and Ni. 

Equation (40) can now be reduced to a convenient 
form using relations such as 

fi1/n2== {m1/m2){kFi/kF2), 

vi/v2= (m2/m1)(kFi/kF2), 

(62) 

(63) 

which hold for spherical energy bands. For compactness 
we define 

Au=Gn^+2(m2/m1)(kF1aYG1i<R1, (64) 

A 22=G22
2£+2 («i/ffi2) {k^aYGxiSix, (65) 

Alt=G1^kri
t^+kF^a*)<Si1- <Ro]. (66) 

t . 3 
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4 N fiEF e% (kpiaY Denom 
(67) 

Denom = ^422+2(wi/w2)(^2r2/^Fi)3^i2 
+ (m1/m2y(kF2/kF1yA11. (68) 

Calculations of p m a g using these expressions and 
(57)-(59) have been performed for Fe, Co, and Ni, 
and the results are displayed in Figs. 3-5. The values 
of the various physical parameters used in the calcu­
lations are given in Table I. There is some evidence32 

that metallic Fe, Co, and Ni have about one s electron 
per atom and UF\ and EF were taken in each case to 
correspond to this number. On the supposition that 
only a fraction of a d electron per atom is itinerant, 
it was assumed that kF2<kFi. Then kF2 was treated 
as a variable parameter, the values of (kFi—kF2)a for 
the different curves appearing to their right. The 

4.5, 

4.0h 

3 5 L ELECTRICAL RESISTIVITY 

OF NICKEL 
3.C+-

2.5h 
£ 

cS 2d 
=L 

l.5[-

I.Oh 

0.5] 

0 20 40 60 80 100 120 140 160 ©0 200 220 240 
T(°K) 

FIG. 5. Computed pm a g curves for Ni shown along with the 
experimental results of White and Woods (dashed curve). 

effective mass, shown in brackets above each curve, 
was obtained by means of (62) with n2/n± estimated 
from electronic specific heat data.33 The values of S, 
the effective spin, and £)/k were deduced from low-
temperature magnetization data using the standard 
spin-wave expression.34 

The parameters Gu, G12, and G22 which occur squared 
in ^411, A22, An and largely determine the magnitude 
of p mag, are the most difficult to estimate. Tables of 
atomic spectra35 indicate that in the free atom their 
value is approximately 0.2-0.4 eV with G22 somewhat 

FIG. 4. Computed pm a g curves for Co shown along with the 
experimental results of White and Woods (dashed curve). 

32 L. R. Walker, G. K. Wertheim, and V. Jaccarino, Phys. Rev. 
Letters 6, 98 (1961). 

33 Reference 6, p. 127. 
34 F. Keffer, in Handbuch der Physik, edited by S. Fliigge 

(Springer-Verlag, Berlin, to be published). 
35 Charlotte E. Moore, in Atomic Energy Levels (National 

Bureau of Standards Circular No. 467, 1952), Vol. 2. For example, 
for Fe, 2GnS' is approximately the difference in energy between 
the 3d74s3F and 3d74s 8F terms of Fei, Sr being the unpaired 
^-electron spin in these terms. 
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larger. Also, an estimate of Gu in the metal can be 
obtained from low-temperature magnetization data 
assuming that the nearest neighbor Jnm of the Heisen-
berg exchange Hamiltonian is given by the indirect 
exchange coupling theories of Kasuya24 and Yosida.25 

Calculations have been performed in which the s-d 
interaction potential G(r— Rw) was represented by a 
5-function (which gave negative Jnm$ for Fe, Co, and 
Ni) and by square wells of radii 3.0/&F and 5.0/&/?. 
These calculations indicate that in the metal G n ~ 1-3 
eV. While the estimates from atomic spectra are 
certainly too low (the free atom Hartree-Fock 4s 
function for Fe has its main maximum at a radial 
distance equal to about half the n-n distance in the 
metal), the other estimates of Gn are probably too 
high. I t should be recognized that the situation regard­
ing the origin of the coupling constants is not at all 
clear; for example, the Anderson-Clogston mechanism22 

may play a more important role than the s-d inter­
action. The illustrated curves were computed with a 
value of 0.8 eV for Gn and Gu while the estimates 
from optical spectra were retained for C I ­

TABLE II . Calculated contributions to pm a g of Fe for the case 
(kFi — kF2)a = 0.&, mi/mi — VhA. Units—/iflcm. 

TABLE I. Values of physical parameters use* 

V/N 
(X10~23 EF SD/ifea* 

cm3) kFia (eV) n2/ni (deg) S 

Fe 1.18 3.37 7.1 10.0 545 1.06 
Co 1.10 3.47 7.3 10.3 638 0.77 
Ni 1.09 3.46 7.3 15.3 761 0.27 
Gd 3.31 4.40 5.6 • 3.5 

d in the calculations. 

G n G12 G22 
(eV) (eV) (eV) 

0.8 0.8 0.6 
0.8 0.8 0.7 
0.8 0.8 0.8 
0.07 0.12 0.11 

The experimental results of White and Woods1 are 
shown as the dashed curves in Figs. 3-5. One cannot 
make any very direct comparison between theory and 
experiment, however, because of the difficulty of 
separating out the phonon contribution to the total 
resistivity. (This must, of course, include phonon-
induced s-d transitions and phonon umklapp processes.) 
Further uncertainty arises from having neglected spin-
wave umklapp processes in the calculations. Moreover, 
certain crucial parameters are known only very roughly. 
For example, the relatively low curves obtained for Ni 
would be greatly boosted by assuming fewer than 1.0 
conduction electrons per atom in the s band and by 
taking S = J instead of 0.27. However, what the calcu­
lations clearly demonstrate is that a fairly large p m a g 

results above 10-20°K when spin-wave s-d scattering 
is taken into account. 

I t is of interest to show from (67) the relative 
importance of 5-5 and s-d scattering. For clarity let us 
consider the representative case of Fe with {kFi—kF2)a 
= 0.8, w 2 /w i= 13.1. At 20°K, £ 0 = 8 . 7 and consequently 
below this temperature (Ro and (Ri are completely 
negligible compared with j ^ . Then to a good approxi­
mation the last factor of (67) reduces to Gn2^, and the 

T 
(°K) 

50 
100 
150 
200 
250 
300 

S-S 

term 

0.002 
0.009 
0.021 
0.037 
0.058 
0.083 

resistivity is 

P m a g = 

s-d 
term 

0.09 
1.07 
2.95 
5.42 
8.30 

11.52 

37r3 Vm\ 

16 Ne2 

Third 
term 

-0 .02 
-0 .42 
-1 .28 
-2 .33 
-3 .48 
-4 .64 

SGn2/ kT 
1 I fiEF \kF1

2^ 

Sum 

0.08 
0.66 
1.70 
3.12 
4.88 
6.96 

V 
) . 

J 

Eq. (67) 
complete 

0.06 
0.41 
1.01 
1.85 
2.92 
4.21 

(69) 

This is the same as Eq. (2), the one-band result of 
Kasuya and Mannari, apart from a factor of § which 
probably is a consequence of the variational method. 
Thus, below about 10-20°K in Fe, Co, and Ni the 
spin-wave s-d scattering is negligible; p m a g is almost 
entirely due to s-s scattering and is proportional to T2. 
We note that Kasuya and Mannari found their theories 
to be in fairly good agreement with experiment because 
comparison was confined to very low temperatures. 

At temperatures above 10-20°K the s-d scattering 
becomes increasingly important. In order to bring out 
the physical content of Eq. (67) at temperatures above 
20°K, it is helpful to approximate the denominator by 
A 22, omitting the second and third terms. [While this 
approximation would be reasonably good for kptf&kFi, 
in most cases of interest the three terms of (68) are 
comparable in magnitude and it would probably be 
better to approximate the denominator by 2A 22, say.] 
Then one has 

9 i F w i S 1 
- [Cn 2 £ 

4 Ne2 fiEF {kFlaY 

+2(rn2/nt1)(kF1a)2G12
2(Ri-A12

2/A22l> (70) 

The first two terms of this expression arise from s-s 
scattering and s-d scattering, respectively. The meaning 
of the third term is not so straightforward. In Table I I 
are shown the contributions of these terms to p m a g and 
their sum is compared with the result one obtains using 
Eq. (67) without approximations. 

I t is illuminating to sketch how the second term of 
(70) can be obtained in a simple, direct way from the 
terms of (20) which express the s-d transitions. Suppose 
that an isotropic relaxation time rSd exists which 
describes these scattering processes. Then from (20), 
neglecting g(kd—) compared with g (k s+ ) , one can 
write 

df 
I 

dt 
(ks+) 

-Icoll 

A(Jw+) 

= ~HL(ks+^k'd-)g(ks+), (71) 
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with / i(ks+) given by (18). Integrating both sides 
over the energy E of the electron ks+ and using the 
energy-conservation 8 function to confine k and k' to 
their respective Fermi spheres, one finds 

1 1 V SG12
2 

Tsd 2 N fi 

where 

J ( q ) = - /5 (k -k '±q>m' 

n2 csch(Eq/2kT)I(q)dq, (72) 

(73a) 

= 8(kF1
2-kF2

2±2kF1q cosi/s+q2). (73b) 
kF2 

The last expression for J(q) follows making use of the 
identity (B8). Here \p is the angle between k and q. 
One can see that this d function restricts q to the range 
| kF\— kF21 < q< kFi+kF2} and, thus, the integral in (72) 
is (Ri given by (55). The equivalence of (72) with the 
second term of (70) is now readily established using 
(62) and the relation, 

n1=nl(EF) = 3N./(4EF), (74) 

where Ns is the number of electrons per unit volume in 
the s band. 

From Table II it can be seen that the third term is 
quite large—almost half the magnitude of the main 
s-d scattering term in this case. As (kFi—kF2)a is 
decreased, the magnitude of this term becomes an even 
larger proportion of that of the second term, almost 
cancelling the second term for the case (kFi—kF2)a 
= 0.2. From the simple calculation just described it 
would seem that the third term of (70) can be thought 
of as partly due to d —> 5 processes which were neglected 
in writing down (71). 

5. HEXAGONAL FERROMAGNETS 

We now turn to the evaluation of pmag for hexagonal 
structures. Because the expressions one has to work 
with in this case are much more cumbersome than for 
the cubic case, it is helpful to approximate the denomi­

nator of (40) by (£22+9TC22)£>i2. This is the same 
approximation as was introduced in writing down Eq. 
(70). For simplicity we also neglect the term — STHi2

2/ 
(£22+9Tl22)£)i2, which corresponds to omitting the 
third term of (70). For a reasonably large value of 
{kFi—kFz)a, we expect the effect of these two approxi­
mations will be to overestimate the magnitude of pmag 

by a factor of 2-3 in the temperature region above 5°K. 
Making these simplifications one obtains from (40), 
(44), (49), and (50), 

pm,g<LVS2/(kT)-](£n+^tii)/^i2 

97rVm1 S 1 
- {Gn 2 E& <*) 

4 Ne2 fiEF (kF1aY 

+K^ 2 M)G 1 2
2 [E (<Ro.(0 - (Ror<°) 

+ 2 ( & F 1
2 + ^ 2 V £ t f V (i) 

+2(kF1
2-kF2

2)a2j:6ilz (i) 

+ (k F I - - W ^ E ^ ^ - t f ^ ) ] } • (75) 

The integrals &l\ Qr
(i), &nz(i\ and (Rnr«> were 

defined in (45)-(48) with qz and qr the components of 
q parallel and perpendicular to the electric field £. 
For £ along the c axis of the crystal let us denote i^ ( 0 

and j£r
(*> as «^n

(i) and ^i(i), respectively with a similar 
convention for (Rnu

(i) and (R, Ai) The resistivity 
calculated from (75) for this case is denoted pn. It is 
clear that the expression for the resistivity pi corre­
sponding to 8 perpendicular to the c axis is obtained 
from the expression for p by merely interchanging 
^„ ( i ) and ^i ( i ) , (Rn,,

(i) and (R„i(0. Calculations have 
been performed for pn and px. It should be recognized, 
however, that very little significance can be attached 
to the calculated anisotropy because of the many 
approximations involved, in particular, the simple 
spherical band model for the electrons. 

A certain amount of algebra is necessary to express 

TABLE III . Temperature dependence of the integrals ^n ( 1 )+^ii ( 2 ) , ^ i ( 1 ) +^i ( 2 )
J (Rnii(1)-N 

and (RnjW + CJW2) for the case (kFi-kF2)a = 0.9. 

0 

0.1 
0.2 
0.4 
0.6 
0.8 
1.0 
1.2 
1.4 
1.6 
1.8 
2.0 

«II<1} 

+ £..(2) 

0.09 
0.38 
1.51 
2.96 
4.59 
6.16 
7.69 
9.02 

10.42 
11.96 
13.47 

(Ron(1) 

±(W2 ) 

0.05 
0.30 
1.34 
2.69 
4.19 
5.61 
6.96 
8.08 
9.25 

10.53 
11.75 

(Rm(1) 

+ (Hm(2) 

0.03 
0.14 
0.47 
0.82 
1.17 
1.49 
1.79 
2.04 
2.29 
2.55 
2.78 

(R2i.
(1) 

+ (H2n
(2) 

0.02 
0.09 
0.24 
0.38 
0.52 
0.64 
0.74 
0.83 
0.92 
1.00 
1.07 

£i (1 ) 

+ £i(2) 

0.09 
0.39 
1.92 
4.44 
7.43 

10.50 
13.53 
16.39 
19.25 
22.18 
25.05 

(Roi(1) 

+ (Roi(2) 

0.05 
0.31 
1.75 
4.17 
7.03 
9.95 

12.80 
15.46 
18.08 
20.75 
23.33 

(Ru(1) 

+ (Rii(2) 

0.03 
0.14 
0.49 
0.95 
1.42 
1.88 
2.32 
2.73 
3.12 
3.50 
3.87 

(R2± (1 ) 

+ 0W2) 

0.02 
0.09 
0.23 
0.38 
0.52 
0.65 
0.77 
0.88 
0.98 
1.07 
1.15 
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the integrals £„<*>, ^ \ (Rn„(i), and (Rnl^ in a form 
suitable for numerical computation. The details are 
given in Appendix C and the values of these integrals 
as a function of the dimensionless parameter 6=kT/ 
12JS are given in Table I I I . In computing these 
integrals it was found that, in contrast with the case 
of cubic ferromagnets, important corrections result 
from confining the integrations over qx, qy, and qz to 
the first Brillouin zone, approximated here by a right 
circular cylinder. Appendix C can be briefly summarized 
by saying that each integral is developed as a series in 
increasing powers of the temperature, the leading terms 
varying essentially as T2 and T8 (modified by the 
temperature-dependent zone-boundary corrections 
which become increasingly important with increasing 
temperature). These terms have a direct mathematical 
correspondence with the T% and T% terms of the 
spin-wave expression for the magnetization. 

Calculations have been performed which include the 
T2 and Tz contributions from the low-energy ("acous­
tic") spin-wave mode and from the T2 term of the 

10| 1 . 

81-

T p \ ^ \ ^_——i 

0 | To 20 30 40 50 60 70 80 SyS 

TCW XS ELECTRICAL 
? 8 C f XX RESISTIVITY 

cs XX\ 0F 

3-1 / / PL GADOLINIUM 
©Oh jf S ' \ Experimental 

/ / r I^ZZZ^ Ca lcu ,a ted (n*'nV7.0) 

20H X^ ^e*:***^ 
Xs ^gsgsg^^ n -J^essss Calculated (mj/m,» 3.7) 

° ^ o ^ o ^ 6 b loo lio Jo h i&rsio 2b sk) 2fo 2eo sbo 3b £0 3̂6 3A0 
T(°K) 

FIG. 6. Computed curves of pm a g for Gd shown with the experi­
mental results of Nigh, Legvold, and Spedding. The inset shows 
in more detail at low temperatures the computed curves for the 
case W2/wi = 3.7. 

second ("optical") spin-wave mode. The results for p,, 
and pi are given in Tables IV and V as a function of 
6 and T. (For Gd the correspondence between 6 and T 
is made with 7=2.1°K2 7) . The values of the various 
physical parameters used in the calculations36 are given 
in Table I. Somewhat arbitrarily it was assumed that 
band 1 has two electrons per atom while band 2 has 
one, giving (kpi— &F2)#=0.9. AS the electronic specific 
heat of Gd is not yet known with much accuracy,37 

calculations were performed for two arbitrary values 
of the effective mass ratio, W2/wi=3.7 and 7.0. The 
results are shown in Fig. 6 along with recent single-
crystal measurements of Nigh, Legvold, and Spedding.38 

36 G11, G12, and G22 were estimated from the atomic energy 
levels of Gd obtained by H. N. Russell, J. Opt. Soc. Am. 40, 
550 (1950). 

37 O. V. Lounasmaa, Phys. Rev. 129, 2460 (1963). 
38 H. E. Nigh, S. Legvold, and F. H. Spedding, Phys. Rev. (to 

be published). 

TABLE IV. Contributions of the terms of Eq. (75) to pn 
(in juficm) for the case m%lm\ — 7.0. 

e 
0.1 
0.2 
0.5 
1.0 
1.5 
2.0 

T (°K) 

8.8 
17.6 
44.1 
88.2 

132.3 
176.4 

First 
term 

0.001 
0.004 
0.023 
0.064 
0.101 
0.140 

Second 
term 

0.00 
-0.001 
-0 .09 
-0 .46 
-0 .86 
-1 .23 

Third 
term 

0.21 
0.94 
4.82 

12.69 
19.73 
26.09 

Fourth 
term 

0.05 
0.22 
0.98 
2.26 
3.30 
4.22 

Fifth 
term 

0.00 
0.01 
0.03 

-0 .09 
-0 .28 
-0 .43 

Sum 

0.26 
1.17 
5.76 

14.47 
21.99 
28.79 

While the calculated anisotropy is of the right size, it 
places the curve for pn above the curve for px in contrast 
with experiment. However, the author does not attach 
any significance to this disagreement; an examination 
of (75) and Tables I I I , IV, and V shows that a trivial 
adjustment of the parameters &FI and kF2 (decreasing 
&F2) would yield curves ordered in the same way as 
the experimental curves. Because of the great inade­
quacies of the model, however, such an adjustment of 
the parameters is unlikely to have very much physical 
significance and consequently has not been carried out. 

Tables IV and V show that, as one might expect, 
the main contribution to p m a g above about 5°K comes 
from the third and fourth terms of (75) which involve 
S & i r ^ and ]£(Ris(i). The other terms in the square 
brackets of (75), which are zero for a cubic ferromagnet, 
have a small effect on the anisotropy. The first term 
of (75) arises entirely from 5-5 scattering and, as in the 
cubic case, is negligible except at very low temperatures. 

The slopes above 10°K of the computed curves with 
w 2 /wi=7.0 and 3.7 are about f and ^, respectively, of 
the "experimental p m a g " of Fig. 1. Since the approxi­
mations introduced at the beginning of this section 
probably cause the calculated results to be too large 
by a factor of about 2 this means that our calculations 
account for roughly 10-15% of p m a g in the linear region. 
I t is not unreasonable, however, to imagine that spin-
wave umklapp processes can account for the remaining 
85-90%. 

6. HIGHER ORDER EFFECTS 

The theory developed in Sees. 2 and 3 took into 
account only those scattering processes which involved 
a change of spin of the conduction electron with 
simultaneous creation or destruction of a spin wave. 

TABLE V. Contribution of the terms of Eq. (75) to pi 
(in fj&cm) for the case mi/m\ — 7.0. 

First Second Third Fourth Fifth 
e 

0.1 
0.2 
0.5 
1.0 
1.5 
2.0 

r(°K) 
8.8 

17.6 
44.1 
88.2 

132.3 
176.4 

term 

0.001 
0.004 
0.032 
0.109 
0.185 
0.260 

term 

0.00 
0.001 
0.09 
0.46 
0.86 
1.23 

term 

0.22 
0.96 
4.37 

10.06 
14.67 
18.75 

term 

0.05 
0.21 
1.08 
2.86 
4.44 
5.87 

term 

-0 .00 
-0 .01 
-0 .03 

0.09 
0.28 
0.43 

Sum 

0.26 
1.16 
5.55 

13.58 
20.43 
26.54 
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For completeness we briefly examine here the scattering 
processes in which the spin of the conduction electron 
does not change and show that they are negligible in 
the low-temperature region. 

The matrix elements to be considered are 
(k'=fc:|3Csd|k=b:) which involve the spin operators Sn

z-
The appropriate substitution in this case is Sn

z—S 
— an

+an~ and this leads to processes involving two 
spin waves. Corresponding to (9) one finds for a 
Bravais lattice the matrix elements, 

\(kWa,n(q+k) + l,n(q+k')-l\ 
XWsd| W , » ( q + k ) , »(q+kO> |2 

= i V - 2 G « a ^ ( q + k ) + l > ( q + k O . (76) 

This represents the scattering of a conduction electron 
kceo- (o- is a spin index) to k'aV., creating a spin wave 
(q+k) and destroying a spin wave ( q + k ' ) . Written 
this way, momentum conservation is automatically 
satisfied. 

I t is expected that the main contribution to pmag 
from such processes will come from s-d transitions. A 
reasonable estimate of its magnitude can be obtained 
by adopting the approach used in Sec. 4 of assuming 
than an appropriate isotropic relaxation time rj 
exists. Starting from an equation similar to (71) one 
finds after a certain amount of algebra, 

mi 3 mxV G12
2 m2 1 /kTa2\b/2 

Nse
2Tsd

f 167T1'2 e2N fiEFmi (kF1a)2\ 3D / 
(77) 

where 

CO 0 0 

F.i=j: Z (2# i+ l ) " 1 (2p2+1)-1 (P1+P2+1)"1'2 

P1=0 P2=0 

r 3) (2p1+l)(2p2+l) -I 
Xexp (kF1-kF2)

2 . (78) 
L 4kT (pt+Pi+1) J 

Here Ns is the number of conduction electrons per unit 
volume in the s-band. [ In deriving (77) we have taken 
V/(NaF) = l which is strictly true only for a simple 
cubic lattice. We have also neglected a term involving 
a function similar to (78) with (kFi—kF2)

2 replaced by 
(kFi-\-kF2)

2.~] This expression is very similar in form 
to the main s-d scattering contribution to pmag? the 
second term of (70), which using (59) can be written as 

3ir Vmi SGi2
2 m2 1 kTa2 

2 Ne2 fiEF mi (kFia)2 £> 

X E ( 2 H 1 ) - ^ . (79) 
p = 0 

At low temperatures it is a fairly good approximation 
to retain only the first term in each of the sums in (78) 
and (79). Then the ratio of these two contributions to 

Pmag IS 

0>.dVp.d)= (Sir^Sr^kTa2/^2 

Xexpl£>(kFi-kF2)
2/4kT~l. (80) 

For Fe, Co, and Ni below 300°K it is found that pj 
is about two orders of magnitude smaller than psd. At 
higher temperatures one must include many terms in 
the sums in (78) and (79) and it is evident that psJ 
gradually becomes a larger fraction of psd> However, 
at temperatures less than about \TC we do not expect 
the two spin-wave processes to contribute significantly 
tO Pmag* 

7. DISCUSSION 

Since we have been preoccupied in the last few 
sections with a rather restricted class of scattering 
processes, it is fitting that the results should be briefly 
discussed in relation to the total resistivity of ferro­
magnetic metals. 

As was mentioned in the Introduction, ferromagnetic 
metals owe a large part of their electrical resistance to 
s-s and s-d scattering by the lattice vibrations.7,8 Both 
normal and umklapp processes can occur and it is 
very difficult to estimate the magnitude of either or its 
relative importance. I t follows that the procedure used 
to separate p m a g from the total p in Fig. 1, which was 
based on the functional form appropriate only for 
single-band phonon normal processes, has little relia­
bility and such curves have not been drawn in Figs. 3-6. 

Recognizing, however, that a large part of p in 
ferromagnetic metals arises from phonon scattering, 
one can see, nevertheless, that the main contribution 
to p correlates strongly with the magnetic behavior. 
The calculations we have presented are representative 
of this latter contribution, but the fact that they do 
not take account of spin-wave umklapp processes 
means that their value is limited. There are also, of 
course, errors resulting from the other approximations 
listed at the end of Sec. 3, but the author believes that 
these are relatively unimportant. (The calculations 
described in Appendix D indicate that one of these 
approximations, the representation of the s-d inter­
action by a 8 function, introduces only a minor error.) 
What the calculations show, however, is that there is 
a large contribution to p from scattering of conduction 
electrons by spin waves, and that, except at the lowest 
temperatures, this contribution arises almost entirely 
from the scattering of s electrons into holes in the d 
band. 

The spin-disorder resistivity, pm a g , has often been 
used as a means of estimating the parameter which 
describes the strength of the s-d interaction. I t should 
be pointed out, however, that the parameter which 
appears in Kasuya's molecular field expression15 for 
Pmag above Tc gives an effective strength for the 
combined effects of s-s and s-d scattering processes, 
including umklapp processes of both sorts. There is 
also the coupling arising from the "covalent mixing" 
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mechanism to be considered.23 On the other hand, the 
parameter 7(0) of Yosida's paper is the same as our 
Gn, although it may be that Yosida's theory would be 
appreciably modified by taking into account the 
presence of a band of itinerant d electrons. 

Unfortunately, the present work reveals very little 
about the size of Gn, Gi2, and G22. Since s-d transitions 
and umklapp processes require spin-wave g's and 
phonon q's exceeding some minimum value, it might 
be supposed that at low enough temperatures the 
coefficient of T2 would provide a good estimate of the 
size of Gn alone. (This supposition depends on the 
Baber electron-electron interaction mechanism being 
unimportant at these temperatures, which may not be 
the case.) However, using White and Woods data and 
Eq. (69), assuming one conduction electron per atom, 
one obtains values of Gn of 3.2, 2.0, and 0.9 eV for 
Fe, Co, and Ni, respectively. These are almost certainly 
too large.39 (The value for Ni would be larger than 0.9 
if one took fewer than one conduction electron per 
atom.) Thus, the size of these parameters in any given 
problem remains uncertain within quite wide limits. 
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APPENDIX A 

In this Appendix the matrix elements of the electron 
scattering corresponding to Eq. (8) are calculated for 
the hep lattice which has two atoms in the unit cell. 
The atoms are assumed to be of only one (chemical) 
type. 

For a general crystal structure Eq. (3) is modified to 

Wsd= -2 £ G ( r - Rn<)s- Sw i , (Al) 
n,i 

where n labels the unit cells and i labels the atoms in the 
unit cell. From some origin in the unit cell the positions of 
the atoms are given by basis vectors b^; thus, Rn»= Rn 

+bi. Equation (5) for G(k—k') should now be rewritten 

39 The large value for Fe may be a result of the relatively 
impure samples used by White and Woods. In fact, the recent 
data of Semenenko and Sudovtsov (Ref. 3) for a much purer 
sample of Fe give a value of 0.5 eV for Gn using the same pro­
cedure. 

with Rn replaced everywhere by Rm-. Neglecting 
unimportant overlap effects we may assume that 
G(k—k') is independent of i (as well as being inde­
pendent of n from translational symmetry). Therefore, 
we now have instead of Eq. (4), 

<k'± |3C.d| k=F>= - ^ - ^ ( k - k O 

X E e x p p ( k - k ' ) - ( R „ + b , ) ] ^ . (A2) 
n,i 

The spin-operator substitutions become Sni^ 
= (26')1/2#nt± and the transformation to spin waves is 

a^Vl-1'2 £ a^ exp(=R'q- R n ) , (A3) 
q 

where 31 is the number of unit cells in the crystal. 
To work out the matrix elements corresponding to 

Eq. (7), it is necessary to transform to operators c^ 
which are diagonal with respect to the spin-wave states. 
For the hep structure the appropriate transformation 
is27 

a q l ±= ± (*/V2)(cqi±=Ff^2=*=), 

where <j> is a phase angle whose value is not of interest 
to us here. There are two spin-wave modes in this case; 
the operators c^ create or destroy spin waves q in 
the first ("acoustic") mode while cq2

± operate on the 
second ("optical") mode. Thus, instead of (7) we now 
have matrix elements (w ( i )(q)±l \Sn\^\n{i){q}) and 
{n^(q)zhl\Sn2Zp\n^(q)) with i = l or 2. Using (A3) 
and (A4) these are easily worked out. Combining with 
(A2) we obtain, after a little algebra, 

\(k'±,n*Hq)±l\W.d\k^,n<*H<ti)\* 

= (2^/iV)[^)(q)+|±i]|G(k-kOI2 

X/<(±)E5g,k-k'=Fq, (A5) 
g 

where 

/ 1 ( ± ) = i { l - s i n [ 0 ± ( k - k ' ) - ( b 1 - b J ) ] } , 

/ 2 ( ± ) = | { l + s i n C ^ ± ( k - k ' ) - ( b 1 - b 2 ) ] } . 

When the structure factor / » ( ± ) has its maximum 
value, the matrix elements (A5) are the same as in 
Eq. (8) with # ( i )(q) replacing w(q). 

APPENDIX B 

Equations (33) to (36) for £fffl, 9TCaQr, and 9TCi2 involve 
summations over k, k', and q. We outline here how 
the integrations over k and k' may be carried out 
making use of the energy- and momentum-conservation 
conditions. 

As a first step let us express L(ka—>kV) in a 
convenient form. Writing E, Ef as a short notation for 



556 D . A. G O O D I N G S 

E(hx) and £ ( k V ) and df0/dE for d/0(ka)/&E(ka), it Thus, we can write 
is easy to show, using (15) and (18), that 

/ o ( k a ± ) [ l - / 0 ( k V T ) ] [ > o ( i ) ( q ) + m ] M q ) = - ( V / W ) / 8 ( k - k ' ± q ) 
= ±F(E,E') csch(E^/2kT), (Bl) 

where 

F(E,E') = kT( 1 . (B2) 
W dE'/ 

XS(k2-kFJ)5(k'2-kFJ)dkdk', 

= -(4q.*/kr**) fdQfi-k,/) 

X8(k2±2k-q+q2-kFJ>)dk, 

= — (iirqz
2/kFJ) / 6(±2^ F „^ cos\p+q2) simf/dt//, 

= {2T/kFa*)(q.*/q). (B9) 

Then from (19) and (11), 

L (ka -» k'«') = {2irS/Nti)F(E,E')lZ I G w (q) 12 

Xcsch(Eq^/2*r)«k' .kTq«(£--E , =F^q ( 0) • (B3) 

In this expression, either the upper or lower sign is to I n t h e t h i r d s t e P h e r e> $ i s t h e a n S l e between k and q. 
be taken throughout, as noted in Sec. 2. Since a char- Finally, we have 

acteristic spin-wave energy E4«> is approximately two [ ( * r P 5 ) / ( 8 i V * * ^ ) > t t W 
orders of magnitude smaller than electron energies E 
and E' , it should be a good approximation to expand r 
F(E,E'), taking account of energy conservation, X2 £ / |G««(q)|2(?//g) csch(£q^/2ftr)rfq. (BIO) 

F(E,E') = F(E,E)=FEq^-
dF(E,E')-

dE' 
H— • , (B4) The evaluation of 9fTCaa and 9flZi2 is carried out in a 

Ji?'=j5; similar way, but for these cases it is expedient to 
perform the integrations over k and k' in a coordinate 

and keep only the first term. system with q as polar axis, expressing cos0 and cos0' 
We are now in a position to work out £««, 9fTC««, and i n terms of angles referred to this axis. Furthermore, 

9fTCi2 along the lines which led to Eq. (44) for £>«. these quantities differ from £«« in that the states k 
Replacing 5 k , , k ± q by (87r 3 /F )5(k-k '±q) , one finds and k'belong to different bands, and thus, through the 
from (33) and (B3), 

£«„= (ir2VSkT/Nfi)3>a
2na

2 

XZlG««(q) l 2 csch(AV°/2*r)/ a t t(q), (B5) 

with 

* « « ( q ) = - / (cos0'-cos6O25(k-k'±q)dSM2'. (B6) 

In (B6) it is to be understood that k and k' are confined 
to the a-band Fermi sphere. The z component of the 
momentum-conservation condition gives 

(cos0'-cos0)2=g*2/fcFa
2, (B7) 

where qz is the component of q along the direction of 
the electric field and fe« is the radius of the Fermi 
sphere of the a band. This quantity is constant with 
respect to the angular integrations in (B6) and can be 
brought outside the integral. The remaining integral is 
conveniently recast using the identity, 

energy 8 functions, become confined to different Fermi 
spheres. One finds 

9fTCn= l(kTV2S)/(8mkFi*kF2)']$i2n1n2 

X L / dq\Gi2(q) |2 csch(E^/2kT) 
i J | kF\—kF2\ 

Xl{qi-hqr2)/q+2{kF?-kFf)qzyq* 

+ (kn*+krt)qr>/qt+ (kFi2-kF2^ 

XW-lqWl, (Bl l ) 

m.n=l(kTV2S)/(SNhkF1
ikF2

2)y>1^n1ni 

X E / dq\G12(q)\2 csch(Eq<»/2kT) 
i J \kFl~kF2\ 

X [ - (q?+kr2)/q+ (kF1
2+kF2

2)qr
2/q^ 

+ (kFii-kFmqil-kr2Wl- (B12) 

Jo 
(2/kFa) m(k2-kFa

2)dk=i. 

9HX22 is given by (Bl l ) with the subscripts 1 and 2 
interchanged. In the derivation of these expressions 
one finds that the momentum-conservation 8 function 

QB8) limits the range of q in these integrals to | kw\—^FI\ 
<q<kFi~\-kF2> 
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In this Appendix we describe the method used to 
calculate the integrals j£,i(i), ^ j . ( i ) , (Rnii

(i), and (Rni
(i) 

denned in Sec. 5. Strictly speaking, the calculation is 
appropriate for Gd only as the effect of strong aniso-
tropy fields, such as are found in the other hexagonal 
rare-earth metals, was not included in the spin-wave 
dispersion relations. The extension of the treatment to 
include such effects is not difficult, however. 

The energies of the two spin-wave modes of a hexag­
onal (hep) ferromagnet without anisotropy have been 
derived previously.27 I n terms of the dimensionless 
variables d=kT/ (12JS) and 

X=(q*2+qy2)a2=qr
2a*, (CI) 

^i—qzc/2 acoustic mode, 

fjL2=ir/2 — qzc/2 optical mode (g s >0) , (C2) 

they are, to the order desired in the present work, 

/ l 1 5 
E^/kT=d-l[~\2+-ixl

2 X4 

\3 2 288 

csch(£q<
1V2ftr=2 Z /P(X,MI) , (C7) 

and making the substitutions (CI) and (C2), one 
obtains 

oo / . T / 2 /.goa 

(R»..w = (f)3/2 E / <Wi 2 / d\\[\*+ltxi2l-n-m 

P~OJ 0 J 0 

XfP(\,ni)S([,r-+WJn- \kF1a-kF2a\), (C8) 

(Rnx(l) = (|)1/2 E / duA aX 3 [X 2 +| M i 2 ] -" - 1 / 2 

p-oj o J o 

X/P(X,Mi)@([X2+fMi2]1/2- I kFia-kF2a\ ) . (C9) 

We now make successively for X and HI the substitu­
tions, 

«2=C(2/»+l)/(60)][X2+fiu1
2], (CIO) 

t=(§y»i(2p+l)/(66)J'W (Cll) 

1 l \ 
—XVl2 M!4 , 
24 24 / 

Eq™/kT=6-1 (l+M2+-X2) , 

(C3) 

(C4) 

In calculating the magnetization of a hexagonal 
structure27 it was found that while it is important to 
restrict the qs integration to the range —ir/c<q2<Tr/c, 
negligible error is introduced if the qx and qy integrations 
are taken to infinity. In the present integrals it is also 
essential to cut off the qz integration at the zone 
boundary. However, it was found that in order to 
obtain accurate results, the qx and qy integrations must 
be cut off as well, particularly for j£j.(i) and (Rni

(i) which 
involve a higher power of qx

2+qy
2. Accordingly, the 

integrations over qx, qy, and qz were confined to the 
Debye right-circular cylinder of height 2-K/C and radius 
qo=a-1(Sw/^)1'2. For the integrals (RnI,

(i> and 6ini
(i) 

the range of integration is further limited by the 
condition q> \ kFi—kF2 | • 

Let us first consider the acoustic mode integrals 
(R«n(1) and (Rni

(1). I t is useful to define the function 

©0*0=1, *>o, 

®(x) = 0 , x<0y 

and for convenience we shall write 

(C5) 

M\ ,Mi) = exp - (X 2 +!MI 2 ) 
J I V 20 / \288 

+—XW+—MX4 ) + • • • ) • ( C 6 ) 
24 24 / J 

Defining 

a(p,d) = t(2p+l)/(6d)Ji>\kF1a-kF2a\ , (C12) 

5(P,6)= (W,2L(2p+D/(6d)Ji^, (C13) 

V(p,6)= (ST/TJ3yi*i(2p+l)/(66)Ji*, (C14) 
and 

5 ( 7 2 + < 2 ) l / 2 
Inm(pJ6)= / dtt2m du u2n~2me~u2@(u-a), 

Jo J t 
(C15) 

one obtains by a straightforward calculation 

&»n(1)= £ Z6e/(2p+i)j-"h^ 
p=0 

+ (1/288) E [_66/(2p+l)J~-(15I3^ 
p = 0 

- 6 / * . , * + 7 J I _ . » ) , (C16) 

<R.i(1) = l E [6e / (2 i»+ l ) ] 2 -« ( / 1 _ / - J 1 _ B
1 ) 

p = 0 

+ (1/576) E [60/(2#+l)]»-»(15J,_» 
p = 0 

- 2 1 i W + 1 3 / 3 - n 2 - 7 / 3 _ n
3 ) . (C17) 

The double integrals In
m(pfi) can be reduced to 

elementary single integrals by an integration by parts 
in which the integral over u is differentiated with 
respect to L One finds 

Inm(pJ6)=(2m+l)-1{bn(a)-bn(d)+d^1an.m(d) 

-6 2 -+ 1 a n _ m ( [7 2 +5 2 ] 1 / 2 ) - (e~^h) f t2m+2 

J o 

X ( 7 2 + / 2 ) n - m [ l + ( / / T ) 2 ] - 1 ^ - ' 2 ^ } , (C18) 
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where 

ai(x)= / t2le~t2dt, 

bt(x) = / /2<+V-<: 

(C19) 

(C20) 

Since 5 = | Y , then for 0<£<5 , an expansion of the 
square root in the last term of (CI8) is quickly con­
vergent. Retaining the first three terms of this expansion 
and defining 

ci(k;x)= / t2k+2(y2+t2)le-t2dt, (C21) 

one finally obtains 

InHpfi)=(2m+l)-1{bn(a)-bn(d)+d2m+1an^m(d) 
- 5 ^ + ^ , _ m ( [ 7

2 + § 2 ] 1 / 2 ) - (e-yyy)lcn-m(m; 5) 
- (h2)cn-m{m+\ ; 8) + (h')cn-m(m+2; 5)]} . (C22) 

As the calculation was performed using an electronic 
computer, it was convenient to calculate the integrals 
ao(x), a_i(#), a-2(x), and b-i(x) by numerical inte­
gration. The integrals c-i(k\x) and c-i{k)x) were 
expressed in terms of integrals co(k;x) by expanding 
[1+(t/y)2~]~l and [ 1 + ( ^ / Y ) 2 ] ~ 2 in power series which 
converge rapidly for the same reason given above. The 
other ai, bi, and a integrals were then obtained from 
bo(x) = ^e~x2 and co(k; x) = J r ( £ + f ) — ak+i(x) using the 
recursion formula: 

ai(x) = ix2l-1e-^+i(2l-l)ai-1(x), 1>1, (C23) 

bi(x) = i^e-^+Ibi-iix), / > 1, (C24) 

ci(k\ x) — a-i(k-\-\ ; x)+y2ci-i(k] x), / > 1 . (C25) 

Once the various ai, bi, and a integrals for some 6 and 
p were found, the appropriate In

m integrals were 
obtained from (C22). Then (RnI!

(1) and (Rni
(1) for n=0, 

1, 2 were readily calculated from (C16) and (C17). 
With regard to «^n(1) and i£j.(1), the only way in which 

they differ from (Ron(1) and (Roi(1) is that the condition 
q> I&FI— &F2I is not imposed. This results in bn{a) in 
(C22) being replaced by bn(0). I t should be mentioned 
that the 62 terms of ^n (1 ) and i^(1) were not actually 
calculated as they appear in (C16) and (C17) as in 
this form they are rather slowly convergent. Conver­
gence is greatly improved by writing these terms as 

i*V+E[«/(2#+l)J(/1 '-i) ) (C26) 
p=0 

V I F + E L6e/(2p+DJLUh0-ii1)-U. (C27) 

In this form it was necessary to include only the first 
4 terms in the summation over p to obtain an error of 
less than 1% at the highest temperature considered 
(0=2.0). 

The calculation of (R»„<2>, (Rni
{2), <E.i(2\ and $/» for 

the optical mode follows along similar lines and will 
not be given in detail. The expansion (C4) shows only 
those terms which lead to 62~n terms in the final result 
higher terms have not been considered. The expressions 
obtained are 

, ( 2 ) , x m r - ) = Z e x p [ - ( 2 ^ + l ) / ( 2 0 ) ] 
p=0 

X [ 8 0 / ( 2 ^ + l ) 7 - V i _ n 1 , (C28) 

(Rnx(2) = i E e x p [ - (2#+l ) / (20) ] 

where 
XlS6/(2p+l)J-(J1^-J1^), (C29) 

Jo 

X{an^')-an-m(ty/2+t2J!2)} 

+ I dt *2V*f/3(«-8') 
J h' 

X{an-m(t)-an„m(ly'2+t2J12)}, (C30) 

and a'=(SS/2)a, 5'= (\3/2)8, 7 ' = ( V J / 2 ) Y , and |8 
= 2[(2^+l) / (30)] 1 / 2 . The integrals J^n° and J W 
were obtained by numerical integration. As for the 
acoustic mode integrals, J^n

(2) and i£i(2) were obtained 
from (Ron(2) and (Roi(2) by simply putting a' = 0 in 
(C30). Here also the calculation included the first four 
terms in the summation over p. 

APPENDIX D 

I t is of interest to examine the effect on the resistivity 
of representing the s-d interaction function G(t— Rn) 
of Eq. (3) by a square well of radius r0 rather than by 
a 8 function. For a cubic lattice, the only effect of a 
square well is to introduce into the integrand of i£, 
given by (54), the Fourier transform 

3(smqro—qr0 cosqr0)/(qroy. 

The value of Ĵ  is then changed by the factor 

PD 

8 9 
W= — -

7T 2 2 

/*°° [sin(wy)1/2— (wy)lf2 cos(wy)1/2~]2y cschydy 

Jo (wy)d 

where the parameter w is equal to (2&7Yo2/2D). This 
has been calculated by numerical integration as a 
function of w. I t was found that as w varies from 0 to 
1.0 (corresponding to T^TC, r o ~ l A), w decreases in 
an approximately linear manner from 1 to 0.73. For 
the integrals (R0 and (Ri which exclude small g's, the 
variation will be somewhat greater. 


